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Abstract. The recent World Cup in Qatar has just come to an end and the performance of a player
is key to winning the tournament, so predicting a player's score during the season based on various
metrics and performance largely determines whether or not he or she will play. Our main work is to
establish how far the linear regression model is based on the discovery of the linear relationship
between the data set. First, we filtered the variables with correlations greater than 0.9 by Pearson's
correlation coefficient to eliminate the co-linearity problem and identified the 11 variables we used.
Then a random sample was extracted, the data set was cut and the null was removed. We then
screened the variables again by Forward selection to build the first regression model with an R2 of
0.67. Since some of the data had some nonlinearity, we compared the transformation of the global
data (Box-Cox method) with the transformation of the local data (ln transformation of x4) and found
that adding the latter was better. After rejecting significant variables, we conducted regression again
and obtained our final model with an R2 of 0.97+. Then we carried out a model diagnosis and
proved that our model was indeed consistent with the linear regression model through five
hypothesis tests and collinearity tests. Finally, we ran our results using the test set and found that
the results were better on the test set.
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1. Introduction
Football is one of the most popular sports and the recent Qatar World Cup took the game to a

new high. Our study is based on the use of multiple linear regression models in the FIFA dataset.
On the one hand, our goal is to predict the score of each player in the season more accurately so as
to provide reference for the actual situation. On the other hand, we hope to explore the relationship
between various indicators and performance of a player and his final comprehensive score and find
important influencing factors.

Fig. 1 The whole process of our multiple linear regression modeling

First, we eliminated collinear problems by Pearson correlation analysis and identified 11
variables. Then the first regression model is established after data processing. Due to some
nonlinearity of some data, R2 is low, so we transform local data (ln transform for x4). Significance
test was conducted and regression was performed again, and the final model with R2 of 0.97+ was
obtained.
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2. Data Processing
2.1 DataSet

Our dataset is from FIFA (https://data.world/raghav333/fifa-players), we use random sampling
method to obtain the data of 2500 players, each data tuple (player) corresponds to 50 items
information which covers the basic information of the player (such as state, age, height, etc.) and his
scores in various performances during the season (such as finishing, dribbling crossing, heading
accuracy, etc.). Label is the overall rating, we hope to predict the player’s comprehensive score in
the season through these data. After getting access to the FIFA dataset of 2500 players, we separate
them into training dataset and testing datasets on a ratio of 0.75:0.25, then drop the row where the
missing value is located.

2.2 Selection of Variables
To reduce the useless information caused by multicollinearity, we discarded variables with a

correlation higher than 0.9 through the Pearson correlation between them, the correlation matrix and
finally selected 12 items as the dependent variables of our model in combination with the common
sense of the soccer tournament, whcih shown in Table 1. �1 and �2 are categorical variables. If
the player’s body type is neither lean nor normal then he is strong, and the others are numerical
variables.

Table 1. Variables and assumptions

Fig. 2 Heatmap of the key variable

3. Multiple linear regression model
3.1 Object

The regression analysis method that establishes the quantitative relationship between indicators
and multiple influencing factors is called multiple regression analysis. Among multiple regressions,
multiple linear regression is the most basic method[1].

Although the relationship between regressors and response is still ambiguous, we can observe
that there exists some nonlinearity between �4 and y, some adjustment might be needed in the
subsequent discussion. We construct a multiple regression for the regressors in Function 1 that we
set in Table 1. And then need to use the least square estimation which aims to get the parameter �
during regression estimation in Function 1.

� = �1�1 + �2�2 + �33 + ⋯ + �10�10 + �11�1 + �12�2

�� = (���)−1��� (1)
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3.2 Forward Selection

Based on Function 1 we apply a forward approach to pick up the potentially useful subset of
independent random variables. For the forward approach, each time we add an �� to the model,
then do the hypothesis testing(�0:��= 0, �1: �� ≠ 0), if F-test-value > ������� or p-value <������ ,
we add �� to our model, if the converse result appears, we don’t add it. We can observe that during
the process, �7: volleys, �10: heading accuracy and body type dummy variables(�1, �2)’s p-value
is greater than our threshold ������, therefore do not add these variables to the potential subset. We
don’t include intersection terms between �� and �� because the body type has no extra
contribution to the model, they were all rejected by the forward choice method. We get a linear
equation with 8 factors, which �2 is 0.6715. The function is shown as follows:

� = 26.71724 + 0.57941�1 + 0.03236�2 + 0.13034�3 + 7.531802 × 10−8�4 − 0.01927�5 +
0.08684�6 + 0.03048�8 + 0.02696�9 (2)

We analyzed the partial residual of the regression equation of Function 2 and found that the
overall data may have some non-linearity, polynomial regression, or logarithmic relationship.

(a) age (b) crossing (c) dribbling

(d) height (e) value_euro_8 (f) weight

(g) finishing (h) acceleration
Fig. 3 Partial Residual in Function 2

4. Data Transform
Since there are some non-linear trends in function 2. Therefore, we adopt two methods of

Box-Cox conversion for the whole (Function 3) and ln conversion for the local variable �4
(Function 4). By comparing �2 , we find that the latter has an obvious effect because the former is
0.1. Local correction is more effective than overall deformation. Finally, we choose the method of
�� conversion for the local variable �4 to carry out regression again. Here, we follow the
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significance test of t distribution, the confidence level is 0.05, and after rejecting the significant
variables, we get a four-factor final model in Function 5.

4.1 Box-Cox Method
Since e is an unobservable random error vector, it generally does not satisfy the four basic

conditions of linearity, error independence, error variance chi-square, and normality of error
distribution. To perform least squares estimation, it is necessary to take certain measures to
"integrate" the processed data and seek some kind of transformation to reduce the complex
nonlinear problem to the proposed linear form, and the Box-Cox conversion is a good method.

When such non-linearity occurs, we try the Box-Cox method of the data transformation to find
the best estimate of λ and transformed value �∗. Box-Cox method function is as follows[2]:

�∗ =
���(�), �� � = 0,
��−1

�
, ��ℎ������.

(3)

As shown in Figure 4, we get the output λ =5.96 and it is convergent when CI is 0.95. Based on
Function 2, we get a new model after the Box-Cox method, whose �2 is 0.82303 and the function
as:

��5.96 =− 1.98108 ∗ 108 + 543592582�1 + 19062678�2 + 1110322277�3 + 1342.08791�4 −
18387255�5 + 66037987�6 + 10794795�8 + 2684332�9

(4)

Fig. 4 Box-Cox method based on Function 3, it is convergent, when CI = 0.95

4.2 ln Transform for ��

As shown in Figure 3, according to the partial residual of �4 in the scatter map and the 8-factor
model from Function 2, Through simple fitting of �4 through Python, the shape is approximately
ln(x) function. Therefore, we believe that x4 exists in logarithmic form and transform it to make the
original �4 become ��(�4) . Again, by making the regression prediction, we get a new model,
which �2 is 0.9760 and the function as:

� =− 6.36684 + 0.43885�1 + 0.00026926�2 + 0.00642�3 + 4.50456��(�4) − 0.02848�5 +
0.00485�6 + 0.00169�8 + 0.00696�9 (5)

We choose our confidence level as 0.05, bilateral inspection, if p is greater than 0.05, is not
significant. After t distribution test, the insignificant variables are rejected, and then the regression
prediction is made again, we get a new 4-factor model, whose �2 is 0.9727 is shown as follows:
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� =− 5.83719 + 0.43832�1 + 4.51819��(�4) − 0.02625�5 + 0.0092�9 (6)

Since �2 only decreased by 0.004 but helped us to filter out 4 items, we believe that its
rejection of those variables that are insignificant and not strongly correlated helps us to avoid
over-fitting and enhance the generalization of the model. Compared with the Box-Cox method, in
terms of MSE and ���������

2 we can tell that our model modification performs better. Therefore, we
believe that the simplified equation(6) is the final model.

5. Model Diagnosis
In this section we will check if the 5 assumptions for the least square method stand to modify the

model, they are independence, linearity, normality, homoscedasticity and zero means. In the end,
we do a multiple collinearity test to confirm our model.

5.1 Independence assumption

The error terms are independent. �0: �� are independent ( not auto-correlated ) vs. �1: ��
are1st order positively auto-correlated. The test statistic for detecting 1st order auto-correlation is:

�� = �=2
� (��−��−1)2�

�=1
� ��

2�
(7)

where 0 ≤ DW ≤ 4. From the result we can see that the DW test value is very close to 2(1.999)
and self-correlation is 0, we can thereby claim that the error terms are independent and assumption
1 holds[3].

5.2 Linearity Assumption
The true relationship between the mean of the response variables and explanatory

variables is linear. The linearity assumption stands is equivalent to verify the partial residual plots
are linear, which is shown in Figure 5-8. The partial residual between � + ���� and �� are linear.

Fig. 5 Aage partial residual Fig. 6 ln value europartial residual

Fig. 7 Crossing partial residual Fig. 8 Finishing partial residual

5.3 Normality assumption
The error terms are normally distributed. Here we use the Q-Q plot to verify this assumption.

If the normal probability plot shows a straight line, which indicates the observed sample’s quantile
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is identical to the corresponding standard normal quantile. It is reasonable to assume the observed
value comes from a normal distribution. From the Q-Q plot shown in Figure 9, most of the points
lie on a straight line, therefore we can say that the normality assumption holds[4].

5.4 Homoscedasticity assumption

The error terms all have the same variance �� . Before we verify this assumption, we first
introduce studentized residual. Studendize residual is defined as follows:

�� = ��
���(1−ℎ��)

(8)

Where ℎ�� = ��
�(���)�� . Plot the studentized residual which shown in Figure 9, we can judge

that the studentized residual indeed carter to the requirements, which is around [-2,2], so the
assumption is verified that is the error terms all have the same variance �2.

5.5 Zero mean assumption
The error terms have a mean zero. Same to the homoscedasticity assumption, we use

studentized residual (Function 5) and Figure 10. Instead of verifying the error terms, we verify if the
studentized residual lies around zero and within[-2,2]. We can judge that the studentized residual
indeed carter to the requirements. Hence we conclude that the homoscedasticity assumption and 0
mean assumption holds.

Fig. 9 Q-Q plot of final mode Fig.10 Studentized residual plot of final mode

5.6 Multiple collinearity
Additionally, we examine the noncollinearity. Since the intercept of our model doesn’t have

significant meaning, we choose to run a collinearity test with no corrected intercept. The
collinearity test conditional index larger than 10 usually indicates the existence of collinearity, our
model’s conditional index is far lower than 10. The results show that we do not have collinearity
problems in Table 2.

Table 2. The results on train and test
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6. Conclusion

Table 3. The results on train and test

First of all, we found that the linear regression model is very good using the FIFA data set.
Secondly, we find that the euro value after �� transform has a crucial impact on the forecast.
Therefore, the euro value not only has an obvious fitting trend but also has a direct impact on the
overall rating. Finally, from the results in Table 3, the improvement trend of our Test results is
consistent with that of Train, and the scores are slightly higher than those of Train. It can also be
shown that the simplification of variables in the optimization process of the linear regression model
helps to avoid overfitting, thus improving the generalization of the model and saving the calculation
time.

In this paper, our main contributions are: We established a multiple linear regression model
applicable to the FIFA data set, and achieved excellent fitting results in training and testing. Then
we found the core variable affecting this data set, namely the Euro value after �� transform, which
is highly correlated with the prediction accuracy of the overall rating. The experiment proves that
simplifying multiple linear regression equation is helpful to avoid overfitting and improve model
generalization.
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