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Abstract. Decision Support System (DSS) is a new technology developed in recent years. Intelligent 
Decision Support System (IDSS) is the product of the combination of management decision science, 
operational research, computer science and artificial intelligence. For decision-makers, it takes a 
long time to accumulate experience to reach a rich enough level of decision-making. On the other 
hand, the decision-making process is also influenced to a great extent by the subjective 
consciousness of the decision-maker and the interference of external factors, which makes it easy 
to make analysis with large deviation, and then affects the accuracy of decision-making. With its 
powerful ability to learn data automatically, extract complex patterns and make intelligent decisions, 
machine learning method has attracted more and more attention in biomedical and financial research 
fields, providing a new way to effectively solve decision support problems in these fields. Based on 
risk prediction, this paper analyzes the application of machine learning method in intelligent decision 
support system. 
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1. Introduction 
At present, data classification has become one of the most active and important research topics in 

the fields of data mining, pattern recognition and machine learning, and has a very wide range of 
applications in practice [1]. Many important decision-making problems in real life, such as disease 
diagnosis and financial risk prediction, can be attributed to classification problems. Decision support 
system (DSS) is a new technology of computer support management decision-making developed in 
recent years. Intelligent decision support system (IDSS) is a combination of management decision 
science, operational research, computer science and artificial intelligence [2]. By using expert system 
technology, the decision-maker's modeling economic experience is sorted into the knowledge 
expressed by computer in advance, and organized into the knowledge base. A group of programs 
called inference engine are used to simulate the decision-making expert's thinking reasoning, forming 
an intelligent component [3]. For decision-makers, it takes a long time to accumulate experience in 
order to achieve sufficient decision-making level. On the other hand, the decision-making process is 
also largely affected by the subjective consciousness of the decision-maker and the interference of 
external factors, which is easy to make a large deviation analysis, thus affecting the accuracy of 
decision-making [4]. Intelligent decision support system not only gives full play to the characteristics 
of expert system solving qualitative analysis problems in the form of knowledge reasoning, but also 
gives full play to the characteristics of decision support system solving quantitative analysis problems 
with model calculation as the core, which fully achieves the organic combination of qualitative 
analysis and quantitative analysis, not only expands the scope of DSS to solve problems, but also 
improves the ability to solve problems [5-6]. 

With the development and application of artificial intelligence technology, knowledge has become 
the most important part of information system. But in the use of decision support system, users hope 
it can be intelligent, so that it can accumulate experience and improve its performance in the 
continuous use process [7]. The original medical diagnosis method and financial risk prediction 
method obviously can not meet the requirements of the development of modern society. The rapid 
development of machine learning technology provides the basis for the formation of a new generation 
of intelligent decision support system. Therefore, it has become an important development direction 
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to develop an efficient and high accurate disease diagnosis and financial risk intelligent decision 
model or system by giving full play to the ability of computer reasoning and learning [8]. The machine 
learning algorithm mainly uses the known data to capture the important characteristics of the 
unknown and potential probability distribution. Data can be regarded as samples to reveal the 
relationship between observed variables [9]. Machine learning method, with its powerful ability to 
automatically learn data, extract complex patterns from them and make intelligent decisions, has 
attracted more and more attention in biomedical and financial research and other fields, providing a 
new way to effectively solve decision support problems in these fields [10]. Based on risk prediction, 
this paper analyzes the application of machine learning method in intelligent decision support system. 

2. Intelligent decision support system based on machine learning 
Machine learning is one of the most intelligent frontier research fields in artificial intelligence. 

The prediction method based on machine learning tries to use the characteristics of human thinking 
to deal with some complex prediction and evaluation problems, and has been successfully used in 
many fields, such as venture capital prediction, stock market prediction, bidding and evaluation, etc. 
In recent years, researchers have proposed a DSS structure composed of knowledge system, language 
system and problem processing system. The problem processing technology of mature expert system 
(ES) is introduced into the architecture of DSS, which overcomes the general lack of knowledge in 
traditional DSS. Cash flow is the main indicator of repayment ability. According to the borrower's 
spot cash flow, and compared with the foreign debt paid in the same period, we can see whether it is 
enough to repay the due debt [11]. Non financial factors are used to evaluate the direction and degree 
of their impact on financial indicators such as cash flow. Credit support provides the second source 
of repayment for the borrower's credit support. The same model using fewer input features can make 
the diagnosis process more transparent and understandable, and provide a better explanation for 
doctors' diagnosis, which is particularly necessary in medical diagnosis. In addition, less feature input 
will make the model more compact, faster, and avoid the risk of over learning. 

When the traditional IDSS components provide intelligent support, their learning behavior is 
mostly static and passive, that is, learning according to the predetermined heuristic strategy, lack of 
active learning mechanism, unable to formulate dynamic learning strategies according to the actual 
environmental needs, so the flexibility and adaptability of intelligent assistance are limited. The 
structure of machine learning system is shown in Figure 1. 

 
Figure 1 Machine learning system structure 

In the decision-making stage, the knowledge in the knowledge base is used to make decisions or 
take actions to complete various tasks. The feedback information provided by this link to the learning 
link is very important, because the learning system needs some evaluation method to evaluate the 
learning effect and improve the system performance accordingly. By answering questions, decision-
makers can be assisted to determine the boundary conditions and environment of the problem, thus 
effectively solving semi-structured or unstructured problems. Because the risk, time, difficulty, cost 
and inconvenience limit the collection of medical training samples, the medical data usually has the 
situation of high dimension and relatively few training samples. Studies have pointed out that the 
number of disease characteristics is increasing year by year, and the development speed is getting 
faster and faster. The existence of these redundant features and irrelevant features greatly affects the 



 

584 

Advances in Engineering Technology Research ICBDEIMS 2023 
ISSN:2790-1688 DOI: 10.56028/aetr.4.1.582.2023 

whole decision-making process. Therefore, it is necessary to use feature dimension reduction 
technology to eliminate redundant features and irrelevant features in data before constructing 
classifiers to make decisions on data samples. Figure 2 shows the structure of intelligent decision 
support system based on polyphase support vector machine. 

 
Figure 2 Structure of intelligent decision support system 

Usually, the retrieved cases only match the current problems to a certain extent. At this time, the 
retrieved case is only used as a reference, or a certain correction algorithm is used to correct the 
retrieved case to match the current problem. It is precisely because of the existence of such adaptive 
formulas and rules for correcting cases in the system that the system has the characteristics of self-
learning. Environment and knowledge base represent external information sources and learning 
results respectively, and interact with each other by processing knowledge through decision-making 
and learning links. Therefore, environment, knowledge base, learning link and decision-making link 
constitute the necessary components of the learning system. Based on the needs of consumers and the 
relevant experience of previous construction projects, these companies have made cost forecasts and 
reduced costs as much as possible according to the forecasts [12]. In order to improve the accuracy 
of case prediction by CBR, every new project is divided into many sub-problems to solve in the 
experiment. Another embodiment of intelligence in IDSS is the introduction of knowledge reasoning 
structure, which uses reasoning mechanism to simulate the thinking process of decision makers by 
expressing their thinking methods and decision-making experience in a certain way. 

3. Machine learning and improving the performance of intelligent decision 
support system 

Machine learning is one of the earliest topics in artificial intelligence research, and it is also one 
of the most intelligent and cutting-edge research topics in artificial intelligence. The great progress 
of machine learning means that artificial intelligence research has taken a solid step forward. Machine 
learning has been widely used in natural language understanding, non-monotone reasoning, machine 
vision, pattern recognition and other fields, especially in knowledge systems and decision science. 
IDSS still faces semi-structured problems. Its solution strategy is to decompose the semi-structured 
inter-problem layer by layer through machine or human reasoning with the help of the experience 
knowledge of management decision experts, until multiple structured sub-problems are obtained and 
corresponding sub-models are found, and then the solution model of the inter-problem is constructed. 
Establish a knowledge structure that can represent the past observation experience, and support the 
establishment and application of domain knowledge. For repetitive decision-making scenarios, 
establish an example template with standard solution steps, and directly use experience to solve 
similar decision-making problems. As entities, the basic sub-models stored in the model base should 
correspond to the basic sub-problems, which are the product of the decomposition of the inter-
problem solving model [13]. One criterion of model decomposition is to eliminate model anomalies 
and standardize the model. Another criterion is to eliminate model redundancy and realize model 
sharing. 
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The problem recognition function in the language subsystem and problem handling subsystem of 
IDSS is a problem of natural language understanding, which means that the computer system extracts 
its semantics from the natural language request input by the user. Figure 3 is the conceptual model of 
the mechanism of the influence of enterprise policies on enterprise behavior. 

 
Figure 3 The conceptual model of the influence mechanism of corporate policies on corporate 

behavior 
Parameter optimization and feature selection play an equally important role in SVM modeling, 

because they influence and interact with each other, which means that these two tasks need to be 
executed synchronously and in parallel to ensure the optimal generalization performance of SVM. 
Traditional machine learning methods are based on the assumption that the sample is infinite, but the 
actual problem is more limited sample learning, while the statistical machine learning method is 
specialized in studying the machine learning rule under the condition of small sample. It is obviously 
superior to the traditional machine learning method in some learning performance, so the statistical 
machine learning method can be applied to the construction of intelligent decision support system. 
The field of IDSS often involves a large amount of data processing. Overcoming the shortcomings of 
the inductive algorithms mentioned above is very important to improve the working environment of 
IDSS, because IDSS needs to strengthen its ability to express and deal with the common uncertainties 
in most decision support tasks. One of the criticisms of machine learning comes from the fact that it 
is difficult to properly evaluate the reliability of algorithm quality and the effectiveness of generating 
solutions, because machine learning algorithms are usually greedy algorithms for large-scale instance 
space search under the guidance of hill-climbing heuristic. Intelligent decision support system is 
mainly composed of knowledge base, database, model base and man-machine interaction interface 
[14]. 

Through the integration of these four components, decision support for semi-structured and 
unstructured problems can be realized. For decision makers, whether to mine useful knowledge or 
patterns from empirical data is an important index to evaluate the performance of an IDSS. Because 
the object of IDSS is an unstructured decision problem, it is usually difficult to find a standard solution 
to solve every decision problem. The data mining process in financial analysis is shown in Figure 4. 

 
Figure 4 Data mining process in financial analysis and management 
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There are S sample sets. Assuming that the number of distinct values of a class label attribute is 
m, the definition of m being of the same kind is: 
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Among them, SSP ii /=  is the probability that any sample belongs to iC . Let attribute A have 
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Among them, jijij ssp /=  is the probability of belonging to iC  in the sample jS . Obtain the 
information gain on attribute A as ( ) ( ) ( )AEsssIAGain m −…= ,,, 21 . 

IDSS must be able to use different methods to solve different decision-making problems according 
to their characteristics. This heavy solving task can be simplified by accumulating solving experience 
and learning solving steps through learning methods. When reinforcement learning is used in CBI's 
IDSS, reinforcement learning can improve CBI's IDSS performance. In CBI's operation, 
reinforcement learning can be used to quickly search for similar examples that are most suitable for 
correction. Self-adaptability means that the system has the ability to improve its own performance 
with the change of environment. In order to improve this ability, IDSS needs to observe the quality 
of the solution frequently, and constantly revise the content of the knowledge base. After IDSS is 
developed, verifying the knowledge base and revising the rules is another task of the learning 
component [15]. This task can be triggered by identifying unsatisfactory solutions, so as to correct 
the rules with problems. Reinforcement learning regards learning as a tentative evaluation process. 
Agent chooses an action to act on the environment. After the environment accepts the action, its state 
changes. At the same time, it generates a reward and punishment signal and feeds it back to Agent to 
select the next action according to the reward and punishment signal, the environment signal and the 
current state of the environment. Database and data warehouse are the data base of the intelligent 
decision support system. Statistical machine learning mining module extracts the data sets to be mined 
from the database and data warehouse, stores the useful knowledge or patterns obtained from mining 
in the knowledge base, and returns them to the decision-maker in a suitable form by the man-machine 
interface. 

4. Conclusions 
Complex decision-making problems, such as disease diagnosis and financial risk prediction, 

require high knowledge and ability for decision makers. To a great extent, these decision-making 
problems mainly depend on the practical experience of the individual decision-makers. For decision-
makers, it takes a long time to accumulate experience to reach a rich enough level of decision-making. 
In terms of scalability and ease of use of the model, compared with the traditional parameter model 
method, the heterogeneous big data-driven machine learning monitoring and prediction method does 
not need to conduct complex modeling for different application scenarios according to complex prior 
knowledge, and its dependence on parameters is not particularly high. Database and data warehouse 
are the data base of the intelligent decision support system. Statistical machine learning mining 
module extracts the data sets to be mined from the database and data warehouse, stores the useful 
knowledge or patterns obtained from mining in the knowledge base, and returns them to the decision-
maker in a suitable form by the man-machine interface. At present, the trend of economic 
globalization is accelerating, and social development is increasingly dependent on the development 
of information technology. The modern lifestyle characterized by network technology is gradually 
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being accepted by people, and the communication mode of young students, especially college 
students, is changing from the traditional communication mode to the online communication mode. 
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