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Abstract. before the graph neural network session recommendation system in order to ensure that
the model can not smooth, and ignore the project long distance dependence, and most of the
recommended method ignore the project sequence relationship, usually the session in the last
project as the user's final interest, and lead to the session understanding is not comprehensive. In
view of the above problems, this paper proposes a graph neural network recommendation method
with sequence network. The main idea of this method is to regard the session as a graph structure,
in which the nodes represent the items that the user interacts with, and the edges represent the
interaction between the user and these items, such as click, purchase, etc. Then, the graph neural
network can learn the embedding vector of each behavior in the graph. Comparing these behavioral
vectors with the corresponding item vectors shows the user's interest in different items in the current
session, and a self-attention mechanism is introduced into the graph neural network to distinguish
long-distance dependencies in the learning sessions without oversmoothing. The sequence
network can then be used to introduce bidirectional gating recurrent units and soft attention
mechanisms when the vector representation of the item is fused into the vector representation of
the session. In addition, combining contrast learning techniques to improve the expression of long
tail items and indirectly improve the effect of the session recommendation model. The experimental
results show that the recommendation algorithm of adding sequence network can reduce the
complexity and improve the performance.

Keywords: recommendation system, session recommendation, deep learning, graph neural
network.

1. Introduction

With the popularity of the Internet and mobile devices, there is a surge in information, making it
difficult for people to find effective information in the vast amount of data, which is called
"information overload"[1].People need to spend more time and effort on finding and organizing
huge amounts of information. The traditional recommendation system mainly has four algorithms:
content-based recommendation[2-4], Recommendation based on collaborative filtering[5-7],
Recommendation based on matrix decomposition[8-9], And recommendations based on implicit
semantics[10-11]. However, because the information of many users is unknown, the traditional
recommendation system is not highly accurate. Session-based recommendations have emerged. The
conversation structure can avoid the loss of local information to the greatest extent, pay more
attention to the dynamic and local parts of the session data, and be more in line with the current
development environment of online services. With the development of session recommendation
system, the method based on deep neural network has become the mainstream trend, and the
method based on graph neural network is the most prominent. This study analyzes the current
mainstream session recommendation system, and proposes the better conversation recommendation
system based on graph neural network.
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2. Organization of the Text

2.1 recurrent neural network

Circulating neural networks have achieved great success in sequence modeling and are tried to
be applied in session recommendations[12-14], And achieved better performance than the
conventional methods. GRU is the recurrent neural network that is most used in session
recommendations[15-17], The underlying recurrent neural network RNN was applied in earlier
methods based on recurrent neural networks[18], While the newer recurrent-based neural methods
use long, short-term memory networks[19-21]. The method based on recurrent neural network has a
rough transformation relationship between projects. It is believed that there is only a sequence
relationship between projects, and it is difficult to learn the long distance dependence between
projects. It is believed that there is a strict order relationship between projects, which leads to the
failure of parallel calculation during model training, which increases the operation time of the
model.

2.2 attention mechanism

Attention mechanism has excellent parallel properties. Early attention mechanisms in image
captioning[21],, machine translation[22], And other natural language processing tasks achieved
successful. In general, the use of attention mechanism in session recommendation tasks consists of
two steps: focus on weight calculation and vector aggregation. The attention mechanism is used not
only for dependent learning between projects, but also for the extraction of user interests. Although
the attention mechanism-based method can learn the long distance dependence between items in a
session, the proximity dependence and the long distance dependence cannot be well distinguished,
and because the attention mechanism-based method regards a session as a disordered set, this
ignores the sequence relationship between items.

2.3 graph neural network

In the session recommendation, the graph neural network types can be divided into three types:
gated graph neural network, graph convolutional neural network, and graph attention neural
network. The research framework of GNN-based session recommendation method is shown in
Figure 1, similar to most graph neural network methods, which can be divided into three modules
according to the corresponding functions: (1) graph neural network for the vector representation of
learning projects; (2) sequence network, that is, user interest extraction network, to extract the
vector representation of user interest learning sessions; and (3) prediction layer for calculating the
recommendation score of the items to be recommended.
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Figure 1 Research framework of the session recommendation method based on

In this paper, a sequence network is added to use the sequence information of the project in the
session to aggregate the vector representation of the project. First, the self-attention mechanism is
used for the item vector in the session, not only taking the last item of the session as a user
representation. Moreover, without simply adding each line of elements of the attention weight
matrix, sequence information is needed to measure how well each item reflects the user's interest.
To this end, this paper introduces bidirectional gating cycle units to capture the sequence
information of each item in the session:
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O=GRU( O, (-1, 1)
GRU is a bidirectional gating cycle unit (GRU), Xi(l) € R Yis the ith vector representation of the

first project in the session sequence in the graph neural network. '€ R ?%is the hidden state of

GRU and contains the sequence information of the project in the session. The initial value of the
GRU hidden state is set to the vector of all 0. The GRU's last hidden state does not represent the
sequence of information for the entire session.Therefore, the sequence information of the entire
session is obtained by averaging each hidden state:

=1 _ O, (2)

Next, the soft attention mechanism is used to dynamically measure the interest response of the
project according to the sequence information of each item:

y=qoW;HT+ 5 "+ ), 3)
Wi, Woe 920 and W, W, 920 s 3 Jearnable parameter,W;, W, € 9%29 s a series of

hidden states of the GRU cell, Y is the sequence reflection score for each item.These scores can
then be used to measure how well all items affect each item:

= (4)
Measure the impact of each project on all projects based on their sequence information and
add them up.Sequence information is lost if d's each element is aggregated to form a session
vector based on the degree to which the item reflects the user's interest, because the item in
the session reflects the overall user's interest and its sequence information in the session is
related. Therefore, it is also necessary to exercise weight control over &'s the elements of the
impact score pair of each item:

=0, (5)
The practice uses the sequence information of the item in the session to dynamically
measure how well each item reflects on user interest. With the degree to which each item
reflects the user's interest, a session vector representation can be generated:

S:[ 10 ] €, (6)
Where v is the vector representation of each item. he session vector S consists of all the
items in it. Through the action of the graph neural network and the sequence perception
network, the corresponding weight of each item vector is related to the transformation of the
adjacent items and the long distance of the items, as well as the sequence information in the
session.

3. Experimental design and analysis of the results

3.1 Experimental process flow

Filter out less than 5 items in the entire dataset, and then delete sessions with less than 2
session lengths. The session of the first 6 days of the data set was used as the training set and
the last day session as the test set. The embedding vector dimension of the item was set to
d=150 and batchsize chosen to 150, and all parameters of the model were initialized using a
Gaussian distribution with a mean of 0.1 and a standard deviation of 0.2. The initial learning
rate was 0.002, with a decay of 0.2 after every 3 epochs. To evaluate the effectiveness of the
S-GNN sequence network, it will be compared with the three classical models.
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3.2 Evaluation indicators

In the evaluation of the model index, with previous work[22-23]The most common P@k
and MRR @ K are consistently adopted. The calculation methods of the two indicators are
introduced below.

P@K (Precious): The score of P@K measures whether the target item is included in the
first K items of the recommended item list, which is generally ranked by the recommendation
score.

(7)

"t Where N is the number of session sequences in the test set and the number of times the target
item is located in the K item before the ranked list. Its evaluation is relatively loose, and it does not
have a strong correlation with the recommended score of the target project.

MRR @ K (Mean Reciprocal Rank): MRR @ K takes into account the position of the target
project in the recommended list. If the recommended score of the target project is not in the first K,
the recommended score is 0. Otherwise, it is calculated as follows:

1 1
MRR@K =— -
N vlmrgetzestesz Rank(vtarget) (8)

Viweet Where is the target items, Rank () is the ranked position of the target items in the

recommended list. MRR @ K versus P@K is a standardized recommended hit score that considers
the location of the target item.

3.3 Experimental results and analysis

The session length measures the sequence generation layer has a great impact, so two datasets
with longer session length are selected to compare SR-GNN, NISER and GCE-GCN. The
comparison results are shown as follows below:

€ GNN-NP: The sequence network of S-GNN is replaced with the SR-GNN user interest
extraction network, which is the most used user interest extraction strategy in the graph neural
network method.

€ GNN-PP: The sequence network of S-GNN is replaced by the network of user interest
extraction network of NISER, which adds a forward position embedding vector to the user
interest extraction network of SR-GNN.

€@ GNN-RP: The sequence network of S-GNN is replaced by the session vector generation
network of GCE-GNN, which uses the reverse position encoding.

Table 1 Performance comparison of different user interest extraction networks

Datasets Metrics GNN-NP  GNN-PP  GNN-RP  S—GMN
_—_ P20 51.26] 53.55| 53.65 55.05
1BIneLica  yrra20 18.26  18.25  18.55  19.85

It can be seen that the performance effect of GNN-NP is the worst, which indicates that it is not
enough to focus on the last item in the session. GNN-PP improves the model efficiency by using
positive absolute position coding to prevent different sessions from generating the same session
vector problem. But absolute position coding does not distinguish relative position problems
between items. GNN-RP improved relatively little, probably because of the session length of the
dataset. The sequence network has the best performance compared to the other three session vector
layers, demonstrating its effectiveness and confirming that the sequence network can accurately
measure the importance that each item in the session reflects the interest in the user.
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4. Conclusion

Recommendation recommendation is one of the new areas to help retain users, when traffic is
king. Unlike the recurrent neural network based approach that treats the items in a session as having
a strict sequential relationship, or the attention mechanism based approach which treats the whole
session as a set of unsequential relationships, the graph neural network approach is also more able
to learn the correlation between items. Since only one data set was selected in this experiment,
multiple datasets were selected for trial, and the graph neural network layer was not compared, the
following will be compared to further optimize the model.
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