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Abstract. In recent years, China's birth rate has continued to decline, leading to a series of
population and economic problems. Although the country has gradually liberalized its Family
Planning Policy and started implementing a Three-Child Policy with supporting fertility measures, it
has not significantly increased the birth rate. To further implement the policy of encouraging
childbirth at the prefecture-level city, this article proposes an AE-LSTM model for predicting the birth
rate of the prefecture-level city, combining multidimensional time-series data that affect the birth
rate of the population, which achieves accurate prediction of the birth rate of the prefecture-level city,
providing a certain decision reference for prefecture-level city governments to formulate more
accurate and reasonable childbirth encouragement policies. At the same time, experiment results
show that the method proposed in this article has higher accuracy and better generalization
performance compared with other mainstream methods.
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1. Introduction
In the year of universal “Universal Two-Child” was officially implemented on January 1, 2016,

17.86 million people were born in China, with a birth rate of 12.28‰. However, since 2017,
China’s birth rate has been declining year by year, and the number of births has plummeted.
According to the seventh national census report in 2020, China’s newly born population was 12
million, and the birth rate was only 8.5‰, hit a record low. Moreover, predictions show that
China’s population size will shrink sharply from 2050 onwards, which lead to great challenge on
labor supply. And the disappearance of demographic bonus will make China lose its comparative
advantage in the global economy market and weaken its comprehensive national strength[1]. In
May 2021, the Chinese government adopted the "Decision on Optimizing the Birth Policy to
Promote Long-term Sustainable Population Development", further implementing the three-child
policy.

The continued decline in the birth rate will further accelerate China’s population aging and lead
to great challenge on labor supply. Combined with the current trend of declining birth rates, the
scale of China’s labor force will continue to decrease, and a series of social problems that come
with it will become obstacles to national and social development, such as population crisis[2], labor
shortage[3], declining productivity, heavier household burdens[4], GDP growth rate decline[5], and
reduced innovation effects[6]. As the overall policy documents at the national level are unable to
quickly solve the problem of birth rates decline each city should comprehensively promote
encouraging fertility policies based on their own different characteristics. Therefore, predicting and
analyzing the birth rate especially at the prefecture level has very important theoretical value and
practical significance.

Currently, most birth rate predictions are based on dynamic regression models (ARIMAX),
which mainly use stationary output variables and multiple input variables to construct models. H et
al.[7] used US birth rate data from 1975 to 2001 to accurately predict US birth rates from 2002 to
2008 using ARIMA models. Hasan et al.[8] constructed a multivariate stepwise linear regression
model to predict Bangladesh’s birth rate. However, such methods rely too much on manual prior
knowledge and cannot extract deep clues and coupling relationships between variables. With the
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rapid development of machine learning, research on population birth rate prediction based on
machine learning and neural network technology has gradually become mainstream and a hot topic.
Jia et al.[9] and Wu et al.[10] used BP neural networks to predict birth rates. However, traditional
machine learning methods cannot accurately extract coupling features between multiple variables
and have too many parameters. Therefore, this article proposes an AE-LSTM network to extract
mixed features of eleven factors with the highest correlation with birth rates in prefecture-level cities
and achieve high-precision birth rate prediction.

2. Method

2.1 overview
Circular neural networks (RNNs) are a type of machine learning algorithm used to process time

series data. Hochreiter et al.[11] improved the general RNN by proposing the long short-term
memory (LSTM) model. The basic unit of the LSTM model is the memory module, which includes
four neural network layers: the cell state, forget gate, input gate, and output gate, as opposed to the
simple tanh layer repeated in general RNNs. The LSTM model solves the problem of long-term
dependency in general RNNs. It can handle and predict important events with long time intervals
and delays in event sequence and applies distant contextual information to the current moment.
Therefore, using LSTM as a core model for predicting prefecture-level city’s birth rate can fully
connect information data from different years in the same region, establish cross-scale feature
connections, and achieve better prediction results.

However, traditional LSTM models can only handle single-variable time series data and often
fail to effectively extract deep coupling clues and features between variables when dealing with
multi-variable time series data. Therefore, this article introduces an autoencoder structure before the
LSTM to encode high-dimensional data into low-dimensional data. The autoencoder structure can
automatically extract and learn coupling features and deep clues from original multi-variable data
and has found extensive applications in data compression and feature extraction projects

2.2 the proposed network
The model used in our article is presented in Figure 2.1. After conducting a thorough literature

review[12][13][14][15], we have selected eleven factors that have the highest correlation with the
prefecture-level city’s birth rate, such as housing prices, the percentage of eligible women, and
prefecture-level city’s GDP levels, as the multidimensional input variables for the network model.
These variables are processed through an auto-encoder module, a LSTM module, and two fully
connected layers to ultimately output the predicted values for the prefecture-level city’s birth rate.

Fig. 2.1 The structure of the network proposed in this article.
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The auto-encoder[16] architecture used in this article is shown in Figure 2.2, consisting of input,

hidden, and output layers connected via fully connected layers. The input and output layers have the
same scale (number of network nodes), while the scale (number of network nodes) of the hidden
layer is smaller than that of the input and output layers. To achieve a high degree of nonlinear
structure size reduction for multidimensional input data, this framework requires a multi-layer
encoding and decoding structure (set to 8 in this article), with each layer structure outputting as
follows:

��
(1) = �(�(1)�� + �(1)) (1)

��
(�) = �(�(�)��

(�−1) + �(�)), � = 2, …, � (2)
Where (1) and (2) are the outputs of the first and �-th hidden layers, respectively. � represents

the sigmoid activation function. �(�) and �(�) represent the weight matrix and the bias vector of
layer �. � refers to the number of hidden layers, and ��

(�) denotes the feature maps extracted by
the hidden layers.

Fig. 2.2 The structure of the Auto-encoder.
The LSTM architecture used in this article is shown in Figure 2.3. An LSTM unit consists of

three gate units. Long short-term memory (LSTM) is a well-known deep learning architecture used
for processing time series data. It incorporates gate mechanisms and internal states to enable
selective accumulation of historical information and retention of new information[17]. Figure 2.3
illustrates the structure of an LSTM unit. The LSTM unit comprises three gates, namely the forget
gate �� , input gate �� , and output gate �� . The forget gate �� decides how much historical
information to retain in the internal state when new information is introduced. The input gate ��
determines which new information should be updated to the internal state, while the output gate ��
selects which updated information can be passed as input to the network for the next time step[18].
When dealing with time series prediction problems, the LSTM network has faster convergence
speed and higher accuracy compared to other neural network models.

2.3 Loss function and evaluation index
To further optimize the model parameters, it is necessary to minimize the reconstruction error.

We have used mean squared error as the loss function, which is expressed as follows:

�(�, �) = 1
� �=1

�
 � �� − ��� 2 (3)

Where ��� represents the predicted value of the prefecture-level city’s birth rate, and ��
represents the true value.
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In this article, we have evaluated the predictive performance of the model using two evaluation

metrics: root mean squared error (RMSE) and coefficient of determination (R-squared score).

���� = 1
� �=1

�
 � �� − �� � 2 (4)

�2 = 1 − �=1

�
 � ��−�� � 2

�=1

�
 � ��−�� 2

(5)

Where �� � represents the predicted value, �� represents the real value, and � represents the
number of data points. A smaller RMSE value indicates a smaller prediction error of the
prefecture-level city’s birth rate prediction model. The closer the R-squared value is to 1, the better
the fit between the predicted prefecture-level city’s birth rate and the actual value.

Fig. 2.3 The structure of LSTM.

3. Experiment and evaluation

3.1 Dataset
This article collected comprehensive data from 361 prefecture-level cities in China over four

years (2005, 2010, 2015, and 2019) published by the National Bureau of Statistics as experimental
evaluation data to verify the effectiveness of the AE-LSTM-based spatiotemporal correlation
prediction method. We divided the data into training set, validation set, and test set in an 8:1:1 ratio.

3.2 Quantitative experiments
Based on industry-related literature analysis, we selected eleven factors that have the greatest

impact on the prefecture-level city’s birth rate as inputs to the network model, which are GDP,
PBR(index of the impact of policies on childbirth), registered population relative to de jure
population, primary school teachers per 10,000 people, number of practitioners per 10,000 people,
number of university students per 10,000 people, old-age dependency ratio, Per capita social
security and employment expenditure, housing price relative to GDP, female education level, and
percentage of employed women.
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Fig. 3.1 The change in the model loss of the training set and test set.
Adam[19] is used in this article as the optimization algorithm and the network is implemented in

the Pytorch[20] framework. Figure 3.1 shows the change in the model loss of the training set and
test set with the increase of training iterations during the training process. It can be seen that the
decrease in the loss for both the training set and test set is almost the same and close to 0. The loss
of the training set is close to 0, indicating that the auto-encoder has outstanding performance in
learning the data features of prefecture-level city’s birth rate in China. The loss of the test set is also
close to 0, indicating that the model has strong robustness and generalization ability, which can
predict future birth rates with high accuracy.

In addition, this article also compared the AE-LSTM model with other popular algorithms used
in prefecture-level city birth rate prediction tasks and other multi-dimensional time series data
prediction tasks, such as ARIMAX and CAE. Figure 3.1 shows the prediction results of the above
methods and Table 1 shows the comparison results of root mean squared error (RMSE) and
coefficient of determination (R-squared score). The AE-LSTM model used in this article has the
smallest RMSE value, indicating that our model has the smallest prediction error for
prefecture-level city’s birth rate. At the same time, the R-squared value of our method is closest to 1,
indicating that our predicted prefecture-level city’s birth rate has the best fit with the actual value.

Fig. 3.2 Comparison Results of Three Methods for Birth Rate Prediction with Real Values.

Table 1. Comparing the Evaluation Metrics of Three Models for Birth Rate Prediction
Method RMSE R2
ARIMAX 0.0027 1.9349
CAE 0.0012 1.8827

AE-LSTM(ours) 0.0006 1.1013
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4. Conclusion

Based on the multi-dimensional time series structure of China’s prefecture-level city’s birth rate
data, this article established an AE-LSTM model for accurate prediction of China’s prefecture-level
city’s birth rate. Experiment results show that the AE-LSTM model used in this article has higher
fitting and prediction accuracy for China’s prefecture-level city’s birth rate than the traditional
model, and has stronger robustness and generalization performance. In the context of a continuous
decline in the birth rate, from the perspective of national strategy, this research can provide a certain
decision-making reference for prefecture-level city governments to formulate more accurate and
reasonable birth encouragement policies.

In future research, we can further improve the prefecture-level city’s birth rate prediction model.
On the one hand, we can try to transfer our model to foreign city for prediction of birth rate to
analyze the impact of different national conditions and policies on prefecture-level city’s birth rates.
On the other hand, we can continuously improve the model by using more advanced networks and
modules to further improve the accuracy and generalization ability of the model.
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