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Abstract. It is important for financial researchers to measure similarity between companies. This
passage classifies references in this area based on research objects and research methods. To be
more specific, there are four research objects based on data structure and data connectivity.
Research methods can also be classified into four types based on data form and modeling type. It
can be concluded that there are academic blanks on models based on graph theory: no matter
independent data or unstructured data should be used more wildly. Moreover, interconnected
structured data should be used more often when vectors are introduced into predictive modeling.
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1. Introduction
Measuring similarity between companies is very important in financial researches. Many

scholars have proposed measures to show the similarity between companies and created methods
for classification.

Research objects can be divided into four types based on data structure and data connectivity:
independent structured data, interconnected structured data, independent unstructured data and
interconnected unstructured data.

As for research methods, there are four types based on data form and modeling type: vector-
based inferential modeling, graph-based inferential modeling, vector-based predictive modeling and
graph-based predictive modeling.

The rest of the paper is organized as follows. Section II gives the classification of research
objects of company similarity. Section III introduces the classification of research methods. Section
IV concludes the paper.

2. Classification of Research Objects

2.1 Criteria
In this section, two independent and different criteria would be used to divide research objects

into different types: 1) Data Structure. There are two types here: structured data or unstructured data.
Structured data refers to data with a clearly defined format and organization, with each data field
carrying a clear meaning. As for unstructured data, it has no clear format or organization, but a high
level of complexity and diversity. 2) Data Connectivity. There are two kinds of data connectivity
here: independent data or interconnected data. Independent data means that each company's data is
published separately, while interconnected data indicates that data from multiple companies are
presented together.

2.2 The Classification
2.2.1 Type I: Structured Data & Independent

This type is independent structured data. In this case, data of each company is structured and
independent, such as financial statements. References ([1][2][3][5][8][12]) belong to Type I.
Reference [1] obtained the financial statement data from Silverfin, along with the financial ratios
and industry activity codes. Reference [2] used the financial statement data of 1000 Belgian
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companies, with their disclosure published separately before 2019. Reference [5] used a dataset
consisting of 71295 firm-years’ financial statement data. Reference [12] extracted financial
statement in XBRL form, with each company containing an instance document and a taxonomy set.
These references all made use of financial statements, which are both independent and structured.
Reference [3] selected 50 largest oil and gas companies from the Herold database, in which the data
is independent structured data. Reference [8] obtained data from 2015 EU Industrial R&D
Investment Scoreboard, in which each company has its own independent structured patent portfolio.
2.2.2 Type II: Structured Data & Interconnected

This type is interconnected structured data. In this case, data of each company is structured and
interconnected, such as U.S. input-output tables (IOTs). References [6] belongs to Type II.
References [6] used input-output tables (IOTs) as datasets, which describe the selling and buying
relationships between producers and consumers in an economy. The data from input-output tables is
interconnected and structured.
2.2.3 Type III: Unstructured Data & Independent

This type independent unstructured data. In this case, data of each company is unstructured and
independent, such as texts from 10-K. References ([4][7][9]) belong to Type III. Reference [4]
extracted features from 69100 company websites, including URLs, titles, MetaDiscription,
MetaKeywords, bodies and headings. The dataset can be considered as independent unstructured
data. Reference [7] acquired 10-K forms filed by companies of the S&P Total Market Index from
the EDGAR database. Reference [9] proposed a method to measure the differences between
companies based on text analysis of 10-K product descriptions.
2.2.4 Type IV: Unstructured Data & Interconnected

This type is interconnected unstructured data. In this case, data of each company is unstructured
and interconnected, such as texts from company websites. References ([10][11][13][14]) belong to
Type IV. Reference [10] used 10-year collection of Reuters news articles, roughly 21 million
articles published between 2003 to 2012, as data source. Reference [13] obtained a public dataset
containing documents spanning various news topics. Reference [14] analysed the concurrences on
news stories from 1999 to 2002 to get generic links between companies. Because there are usually
more than one company involved in a news article, the datasets above are unstructured
interconnected data. Reference [11] obtained traffic to the EDGAR website to study synergistic
search effects between companies. The data is both unstructured and interconnected.

3. Classification of Research Methods
3.1 Criteria

In this section, two independent and different criteria would be used to divide research methods
into different types: 1) Data Form. There are two types here: graph or vector. A graph is composed
of given vertexes and edges representing interrelations between vertexes. Edges in a graph can be
weighted to indicate the strength of the interrelation. Both numerical and non-numerical
relationships between or within companies can be represented by graphs. In addition to the graph,
financial information of companies can be represented by vectors. Each company has a list that
includes data on all dimensions, which can be considered a vector.2) Modeling Type. There are two
kinds of modeling here: inferential modeling or predictive modeling. Inferential modeling explores
the causes of the data generation process, selects the model with the most reasonable assumptions
and validates the model by fitting tests, leading to high model interpretability but uncertain validity.
However, predictive modeling selects the model with the best performance and tries to predict the
results of new samples. Although the validity is guaranteed, the model interpretability will be
affected.
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3.2 The Classification
3.2.1 Type I: Graph & Inferential Modeling

This type is graph-based inferential modeling. References [12] belongs to Type I. References [12]
transformed the balance sheet into a labelled directed rooted tree graph to measure similarity
between companies, and used the F-statistic to verify the differences between the results and the
existing industry divisions. Therefore, graph-based inferential modeling was used in the reference.
3.2.2 Type II: Graph & Predictive Modeling

This type is graph-based predictive modeling. References ([1][2][13]) belong to Type II.
Reference [1] presented a graph distance metric for financial statements using the earth mover's
distance and tested the result with accuracy. Reference [2] changed the ledger accounts within a
financial statement to a vertex-labelled tree, proposed a distance metric to measure the similarity
between companies, and used a predictive method to verify the usefulness of the metric. Reference
[13] used a deep learning method to encode the network graph of companies in a low-dimensional
embedding space and validated the rationality of the method with accuracy-related indicators. These
references all used graph-based predictive modeling.
3.2.3 Type III: Vector & Inferential Modeling

This type is vector-based inferential modeling. References ([3][5][6][9][10][11]) belong to Type
III. Reference [3] input the data into Dividend Discount Model (DDM) in vector form and used
Chow tests to identify firms with similar relationships between valuation multiples and relevant
value drivers. Reference [5] proposed a measure of comparability in vector form, and tested the
availability of the measure using hypothesis testing. Reference [6] proposed a vector-based method
to measure interindustry relatedness based on vertical relatedness and complementarity and tested
the effectiveness of the method by hypothesis testing. Reference [9] studied differences between
companies with new vector-based measures based on text analysis of 10-K product descriptions and
tested the result with R square and p-value. Reference [10] computed the cosine similarity of word
vectors trained on 10- year financial news articles to find peer firms and tested the effectiveness of
the method with R square. Reference [11] applied a “co-search” algorithm to Internet traffic at the
SEC's EDGAR website with the input data in vector form, and tested the usefulness of the reference
with p value and R square. The references above all used vector-based inferential modeling.
3.2.4 Type IV: Vector & Predictive Modeling

This type is vector-based predictive modeling. References ([4][7][8][14]) belong to Type IV.
Reference [4] built a website classification system and tested its accuracy on a dataset of more than
20000 company websites. Reference [7] proposed an vector-based classification methodology based
on business commonalities using topic features learned by the Latent Dirichlet Allocation from
firms’ business descriptions and tested the usefulness with accuracy-related methods. Reference [8]
proposed a vector-based data driven approach to classify companies to adapt to changing
technological landscapes and used a predictive method to test the validity of the approach.
Reference [14] proposed a relational vector-space model to abstract the linked structure and tested
the usefulness of the model with area under curve and error reduction. The references above all
used vector-based predictive modeling.

4. Conclusions
This paper studies the references on similarity measurements and classifies them based on two

dimensions: research objects and research methods. There are some academic blanks in company
similarity measurements. When introducing graph theory into researches, scholars should
concentrate more on independent unstructured data and interconnected structured data.
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